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The gold standard 

model is not available 

• Pre-trained ViT

• ImageNet-1K (1.2M)

• Limited data access

Large-Scale Real-World Benchmarking

Logits Tempering Unlearning StrategyMachine Unlearning

𝐼 𝑓𝑢𝑛  ⋅ ; ⋅ = 𝐼 𝑓𝑜𝑟  ⋅ ; ⋅ ⇒ 𝐻  ⋅ ∣ 𝑓𝑢𝑛  ⋅ = 𝐻  ⋅ ∣ 𝑓𝑜𝑟  ⋅ 

Contributions  

✓ Information-Theoretic Framework 

for formalizing Machine Unlearning

✓ LoTUS: Scalable and effective 

entropy-based unlearning strategy

✓ RF-JSD: Evaluation metric for large-

scale and real-world benchmarking
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Average Gap ↓ : Balance between forgetting and retention

JSD ↓ : Unlearning efficacy & Resilience to the Streisand Effect

Runtime Estimation ↓ : Unlearning efficiency
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Unlearning 10% of: Tiny-ImageNet (100K)CIFAR-100 (50K)MUFAC (6.5K)
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Information-Theoretic Framework Results

Synthetic unseen set
(CIFAR-10 / CIFAKE)

Unlearning 50%
(CIFAR-100)
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Class unlearning
(Beaver → CIFAR-100)

Novel Metric: Retrain-Free Jensen-Shannon Divergence
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𝑋: general population 𝑋𝑆: forget set 𝑓𝑜𝑟 𝑋𝑆 & 𝑓𝑢𝑛 𝑋𝑆

cat dog

unlearn

model outputs

𝐼  𝑓𝑜𝑟 𝑋𝑆 ; 𝑋𝑆 =  𝐼  𝑓𝑜𝑟 𝑋𝑆 ;  𝑋 +  𝐼 𝑓𝑜𝑟 𝑋𝑆 ; 𝑋𝑆 𝑋

global info from general 

features in the training set

(e.g., body shape of cats)

additional subset-specific info 

from unique features   

memorized by the model

total info captured by the 

model for the forget set

𝐼 𝑓𝑢𝑛 𝑋𝑆 ; 𝑋𝑆 𝑋 ≜ 0

𝐼  𝑓𝑢𝑛 𝑋𝑆 ; 𝑋 ≜ 𝐼  𝑓𝑜𝑟 𝑋𝑆 ; 𝑋 

Forget:

Retain:
𝐼  𝑓𝑢𝑛 𝑋𝑆 ; 𝑋𝑆 ≜ 𝐼  𝑓𝑜𝑟 𝑋𝑆 ; 𝑋 

Objective

Unseen set as a “perfectly unlearned” set : 𝐼  𝑓𝑜𝑟 𝑋𝑆 ; 𝑋𝑆 = 𝐼  𝑓𝑜𝑟 𝑋𝑆 ; 𝑋 

Accuracy 𝑓𝑢𝑛  ⋅ = Accuracy 𝑓𝑜𝑟  ⋅ 

𝜏𝑑 = exp  𝛼 Accuracy 𝑓𝑢𝑛  ⋅ − Accuracy 𝑓𝑜𝑟  ⋅

Retain loss:

Forget loss:

𝑔𝑠 𝑓𝑜𝑟  ⋅ , 𝜏 → 0+ ⊙ log 𝑠 𝑓𝑢𝑛  ⋅ 

𝑔𝑠 𝑓𝑜𝑟  ⋅ , 𝜏𝑑  ⊙ log 𝑠 𝑓𝑢𝑛  ⋅ 

Highly 

correlated

𝐽𝑆𝐷 𝑓𝑢𝑛  ⋅ ∣∣ 𝑓𝑔𝑜𝑙𝑑  ⋅ 

𝑅𝐹−𝐽𝑆𝐷 𝑓𝑢𝑛  ⋅ ∣∣ 𝑓𝑜𝑟  ⋅ 
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