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Machine Unlearning



Entropy-based Unlearning

• DNNs memorize sample-specific information

• Privacy leakage in overconfident predictions

• Unlearning by increasing model’s uncertainty

Why Unlearning? How much Uncertainty?

• LoTUS: 1st method to answer that

• Better balance between forgetting-retention

• Information-Theoretic Framework



Information-Theoretic Framework



Objective



Logits Tempering Unlearning Strategy

• ΔAcc > 0 → τ > 1

• ΔAcc  → τ

• ΔAcc = 0 → τ = 1

• ΔAcc < 0 → τ < 1

Dynamic Control over Uncertainty



Results

• Consistently best overall performance

• Top-tier results across individual metrics

• Robust across models, datasets, and tasks



Large-Scale Real-World Benchmarking

Novel Metric: Retrain-Free Jensen-Shannon Divergence

The gold standard model is 
not available 

• Pre-trained ViT
• ImageNet-1K (1.2M)
• Limited data access



Contributions

✓ Information-Theoretic Framework for 

formalizing Machine Unlearning

✓ LoTUS: Scalable and effective entropy-

based unlearning strategy

✓ RF-JSD: Evaluation metric for large-scale 

and real-world benchmarking

Scan for: code, paper, 

video, blog, and slides

Highly modular code for benchmarking machine unlearning in classification tasks: 
github.com/cspartalis/LoTUS 

Thank you for your attention and interest!

github.com/cspartalis/LoTUS
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