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Real-World Conditions with Large-scale 
Datasets and Pre-trained Models?



Contributions
✓ Large-Scale Unlearning Benchmark

Simulates Real-World Conditions 
(ImageNet1k & Limited Data Access)

✓ Retrain-Free Jensen-Shannon 
Divergence (RF-JSD) Metric:

Ensures Evaluation without the Gold 
Standard Model

✓ LoTUS
Increases Entropy In Predictions up to 
an Information-Theoretical Bound

JSD (Unlearned & Gold Standard) RF-JSD (Unlearned & Pre-trained)
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Contributions
✓ Large-Scale Unlearning Benchmark

Simulates Real-World Conditions 
(ImageNet1k & Limited Data Access)

✓ Retrain-Free Jensen-Shannon 
Divergence (RF-JSD) Metric:

Ensures Evaluation without the Gold 
Standard Model

✓ LoTUS
Increases Entropy In Predictions up to 
an Information-Theoretical Bound DNNs memorize sample-specific information from 

training data → Over-confident predictions → 

Exploited by Privacy Attacks

Increase Model’s Uncertainty / Entropy in Predictions

How Much Uncertainty?

Information-Theoretical Framework →

 Use Unseen (during training) Images for Calibration

Related Work
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Upper-Bounding Uncertainty

*instance-wise unlearning

*

: General Population : Filtered Population

Data Processing Inequality:

**distributional similarity

**

Fano’s Inequality: Lower Prediction Error 

Probability Implies Lower



Unlearning with

Temperature Parameter (Dynamically Adjusted)

Gumbel – Softmax Activation Function

Loss in the Teacher – Student Framework

• T: Pre-trained Model + Output Perturbation

• S: Unlearned Model initialized with T’s weights

Why Gumbel – Softmax?



Conclusion & Thank you!

✓ LoTUS:
• 1st Entropy-based Unlearning Method that Meticulously 

Increases Uncertainty up to an Information-Theoretical Bound
• Outperforms SoTA in Balancing Forgetting-Retention, 

Unlearning Effectiveness & Resilience to the Streisand Effect, 
and Efficiency

✓ Retrain-Free Jensen-Shannon Divergence (RF-JSD) Metric:
• Ensures Evaluation without the Gold Standard Model
• Strong Correlations with the Established JSD Metric
• More Interpretable & Efficient than the existing ZRF Metric

✓ Large-Scale Unlearning Benchmark Simulating Real-World 
Conditions
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